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1 Bias Variance Trade off

Sample 25 points out of 100 for
the function fix sink

Train simple model

y Icac Wik two

Train complex model

y FCK EY Wix t Wo

Train k different simple Ee complex
models on different samples of

training data

each model gets its own sample

simple models
do not differ
from each other
much

however they are

underfitting high
bias very far© vibhas notes 2021



complex models
differ from each
other a lot
high variance

Let fac true model

let FCK estimate of model

11 Bias

bias Iho ELF x f x

E EG is the average of all
possible Fck models expected value of
FCK

Green E simplemodel
Blue E complexmodel

Red true model
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Simple model has high bias

complex model has low bias

1.2 Variance

variance Fca E Icc Efta

E FCK ELICK is the variance
of every possible model wrt the

average model

simple model has low variance

complex model has high variance
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1.3 Train Test Error coverfitting

As model complexity increases train
error decreases but test error increases

Blue train err

Red test
err

Data D ni yo split into train n

and test Cm

For any point Gi Yi

yi fai Ei noise assume
white

E N O 02

f is unknown only I known after
training such that

y if Cali t Gi Yi E D train© vibhas notes 2021



2 Regularization

Introduce extra information in the
model to prevent overfitting

whiff Losgrain O r o L o
t increases with
model complexity

For us L Ee L2 regularization

2 I p norm of a vector w

11W Ip IN Pt 1W Pt Wwf t

2 2 LI Regularization
If model is linear regression and it
uses u regularization it is called
Lasso regression

LR model

D will t Wallet Wn kn t b

Loss function without Lt regularization
loss error ly y could be MSE
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Loss function with Li regularization

loss error ly y 7 IWil

error ly g t a lull

2.3 12 Regularization
If model is linear regression and it
uses L2 regularization it is called
Ridge regression
loss function with L2 regularization

loss error ly y 7 will

error ly is x llullICW
empirical estimate of
training error Lew
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formathematical
rewriting as

y
simplicity

ICW L W I AWA

In SGD we want the gradient of
the loss function wrt the weight

DICW DLC W LW

update rule

Wtt Wt MDL Wt M awe

3 Dropout

computationally expensive to train
multiple Nns and create an ensemble

In neural network randomly drop
some nodes with all their incomingand outgoing edges

Each node retained with fixed prob
typically 0.5 for hidden nodes and
p o s for visible nodes input© vibhas notes 2021



If n nodes present total possible no

of thinned networks 2n

Probability p is a hyperparameter

combining all models use full NN and
scale output of each node by the
fraction of times it was on during
training

4 Dataset Augmentation

Another technique to reduce overfitting
without having to fetch more trainingdata

Transform training data so that the
labels do not change leg shifting scaling
rotating an image
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Augmented data for given trainingdata 2

In

5 Early stopping

split training labelled data into train
and validation

If performance of validation set goes
down stop training
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