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1 Contour Plots

Visualise 3D in 2D

Small distance between contours steep
slope

1.2 GD on Contour Maps visualised
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2 Momentum Based GD

If gradient is in same direction
for multiple passes take bigger steps

Like a ball gaining momentum down
a slope

Adds fraction 8 of previous
update vector to present update
vector

update V update t yo Law

Wtt We update

speeds up convergence
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oscillates

Oscillates but is still faster than
vanilla GD

can use momentum with SAD

3 Stochastic GD

Vanilla GD I pass over all data
points to update w and b

011W E 2x y writ b dw
i I

n

DL Cb Eg 2 y wait b db

Each epoch pass over data updates
w and b only once © vibhas notes 2021




































































































































Inefficient with large datasets

SGD pick one sample from entire
dataset and calculate dw and db
from it

dw 2x Cy wat b

db 2 y wat b

Each epoch now updates w and b
n number of times where n size
of dataset

source Andrew Ng's course

Problem too many oscillations greedysolution wrt a single point
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4 Mini Batch GD

updates dw and db after seeing
k number of data points

dw 2x y writ b

k

db Eg 2 y wait b

i k points out of n contribute to
dw and db not as greedy
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	 	 	 	 	 https://drive.google.com/file/d/1zk5-sAsJIM-5rc2OnnEyFOjPVzBLWIJu/view 






























































SGD code in keras

Full code

5 GD with Adaptive LR CAdagrad

consider 4 features in x and their
corresponding weights naw are vectors

x N 22,23 44

W W Wz Wz Wy
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consider a simple network with a

single sigmoid node

y flu 1
I e W x tb

N

N2

13 B o s y
3

V4
1

Dw dw fac y f x l f x x x

Dw dw f x y fix CI f x x

and so on

If K2 is a sparse feature usually
0 then du is usually 0 and we
will not update often
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	 https://heartbeat.comet.ml/an-empirical-comparison-of-optimizers-for-machine-learning-models-b86f29957050
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