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1 Markov Models

Stochastic Process

collection of RVs where the RVs take values
from a common state space

Eg toss a coin N times where Ss H T

IID Assumption

Independent Identically Distributed

Markov Assumption

Probability of observing the next state only
depends on current state

Markov process of first order

For arbitrary order
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Marker chain

First order Markov Process with no hidden
States

components
set of states
initial probabilities
transition matrix

characterised as

meaning of Components

initial distribution probability that
first state emitted by chain is

transition probability probabilitythat chain moves from state to
state at the time to time
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Markov chain State Sequence Likelihood

Given

i Markov chain
di observed state sequence

solution

let

can be found from

can be found from A
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Finding Parameters and

Given several random walks state sequences
set of possible States

solution

Finding IT

For every state

sum of all values in must equal

Lii Finding A

For every

Row sum must be
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the followingQ Given Q S Wknd Hmm parametersset of sequences
A T

l S C W S C
2 SWC SS
3 WCS WC
4 CS CWC
5 CWS S W
G W C S C C
7 WCC WS
S WC WCS
9 S W C W S
10 WWC C S
it C C SWS
12 WC SWS
B W S W CS
14 WS WSW
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2 Hidden Markov Models

Internal states hidden

only observations visible

Whenever HMM reaches a state it emits an
observation based on the emission probability that
depends on the state

components
set of hidden states
set of observed states alphabet
initial probabilities
transition matrix
emission matrix

characterised as

meaning of components

initial distribution probability that
first state emitted by chain is j

transition probability probabilitythat chain moves from state to
state at the time to time
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emission probability probability that
observation at time is emitted

by state

Fundamental Assumptions

4 Markov Assumption

2 Output Independence Assumption

output is dependent only on current state
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HMM example 1
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HMM Example 2
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2 1 The Likelihood Problem

Given
Observation sequence
HMM

to find
Likehood of observing O PCO X

Ca Brute Force Solution

Let

Let state sequence

Probability of observing from a state

sequence

Probability of observing from
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call possible sequences

Q For observation sequence 0

and HMM X

Find PCO x using Brute force
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All possible Q state sequences

Need to solve times exponential
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Q If an HMM has 4 hidden States
0 101 Oz 03 04,053 how many state
sequences of length 5 can generate the
given obs sequence of length 5

Observation sequence 0,02030405

For each of the 5 emissions 4 States
could have caused it

45 1024

In general N States T observations

Nt possibilities

d Total no of operations in brute force

NT sequences

2T multiplications per sequence

1 for PCgilgit and I for PCOilqi

one final Nt to sum over all
sequences

LTA NT
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Cb Forward Algorithm

compute likelihood till the timestamp

update likelihood at time based on observation

Let joint probability of observing
observations and reaching
state at time

simplifying

independent independent
of of
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Initialisation

Recursion

Termination

Algorithm

Isil Isil Isil

Lisi
yes

Ais
End

I 1
ish isho

known
15214cg 2652

4152
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Q For observation sequence 0

and HMM X

Find PCO x using Forward Algorithm

PCO X 0.13184
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Cc Backward Algorithm

Likelihood of observing from to

Let be probability that future observations
have been observed given that

hidden state at is
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Initialisation

Recursion

Termination

Is l
o n

is I

End

but I

BCt BCTD T known

t t I t T
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Q For observation sequence 0

and HMM X

Find PCO x using Backward Algorithm

PCOX 0.1318 © vibha’s notes 2021



Important Result

prob of being in at

given

i dot product of ith columns of forward
and backward matrix should be same
for all columns
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2.2 Decoding Problem

Given sequence of observations
HMM

To find most likely sequence of states
that emitted

Ca Brute Force

Similar to likelihood Problem

b Viterbi Algorithm

Define

Back pointers used
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Initialisation

Recursion

termination

© vibha’s notes 2021



Q For observation sequence 0

and HMM X

Find most likely seq using Viterbi Algorithm
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2 3 Learning Problem

Given Observation sequence
set of hidden states

To find and

ca Baum Welch Algorithm

special case of EM iteratively estimates

Estimating aij and bj k

dig expected no of trans from i to
expected no of trans from i

DjCk expected no of times in j observing k
expected no of times in j

We know
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For dij
Define xi as probability of
being in state at time and state
at time given the observation seq
and the model

Define

includes probability of observing 0
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Total expected no of transitions from
state to state is summation of

from to

Total expected no of transitions starting
from state i summing over all values
of state k from 1 to N

a
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For DjCk

i Define
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2

Equations d and 2 re estimate A
and B

start with initial estimates for AUB

1 E step compute expected and
from initial A q B

2 M step recompute A E B from
and
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If K sequences given nth sequence
is of length Th

Assuming each sequence is independent
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Pset

6 2 6

Fair 42 46 412 If
11 800 IT 2.27 10

3

Loaded 42 42 1 4 7 1 50 Ey 8 10
3

Max 42 0.99 46 44 0.2 1 6

Max 11 800 4120

Max 0.01375 8 10
3

Max 1 12 0.01 410 44 0.84410

Max C 12000 1 50
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Max 11800 0.99 467fox 0.2
1 6

Max 2.27 10
3
6.67 10

4

Matt
0
0 01 12 Fox 0.8 12

Max 6.8 10
5
8 10

3

sequence Load load Load
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I 0,0 1

1 No of paths 1 3 3 9

total probability

M L N

other 1 0.05 0.05 3 10
3

Alpha 0 6.3 10 4

Beta o f 4.5 103

PCO 1 62 10 3

di
m L N

other 1

50035
72

Alpha 0 4.5 103 74.725 10 4

Beta 31.3517
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Max 1.2 10
3
9 16 4 1.5 10

4
x 0.2

Max 9 10
4
3.15 10

3 1.5 104 X 0.15

max 9 10
4
4.5 10

4
4.5 10

4
x 0.3

Sequence Other Alpha Alpha
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